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ABSTRACT

Upscaling is the process of transforming the detailed description of hydraulic parameters in a grid constructed at measurement scale (fine grid) to a coarser grid with less detailed description (coarse grid) for the purpose of numerical subsurface modeling. One technique of upscaling (the power averaging technique) is investigated and evaluated using numerical simulations. The optimum exponent and the associated uncertainty are obtained for different log-conductivity variances, different covariance structures and upscaled block sizes. The optimum exponent shows slight variation from one realization to another with the same conductivity distribution. However, when a different distribution is used, the optimum exponent changes significantly. The results of this technique are compared to the numerical averaging technique and they are found to give better results in terms of preserving the average flow. This technique can be used to stochastically populate and solve thousands of coarse grid simulations with considerably less effort.

1. INTRODUCTION

The use of numerical models for studying subsurface flow and transport has become common practice in hydrology over the last three decades. Data are usually collected at scales much smaller than that used in numerical models. Hydraulic parameters cannot be measured at all points in the area of interest but using geostatistical techniques, available measurements can be used to stochastically populate the entire domain of the studied area. Models built based on these geostatistical techniques should be on the same scale as the supporting measurements. This leads to a very large number of cells ranging from $10^{11}$ to $10^{18}$ cells depending on the size of modeled area (Warren and Price, 1961). Although computational power is continuously increasing, the maximum domain size that can be simulated at present is limited to few million cells. This indicates the importance of the upscaling process in subsurface modeling.

Upscaling of hydraulic conductivity drew the attention of many investigators. Their goal was to upscale or “to average” the hydraulic conductivity of a group of cells in the detailed description grid (at measurement scale) to only one representative value of hydraulic
conductivity in the coarser grid (at numerical model scale). The grid at the measurement scale is called hereinafter the fine grid, while the one at the modeling scale is called the coarse grid.

The first objective of this paper is to examine and evaluate the power averaging technique (one of the techniques used to upscale hydraulic conductivity) in such a way that groundwater flow characteristics are preserved when moving from the fine-grid model to the coarse-grid upscaled model. The second objective of this paper is to construct curves (similar to type curves) that can be used to get the upscaling parameters (optimum exponent in this case) with associated uncertainty without solving the fine grid.

2. BACKGROUND

Durlofsky (1991) defined two terms of the upscaled hydraulic conductivity; effective conductivity and equivalent conductivity. If the scale over which the averaged conductivity in the coarse grid is defined is large enough to encounter all types of heterogeneities in the fine grid, then this averaged conductivity is referred to as effective conductivity. If this large scale does not encompass all scales of variations, this averaged conductivity is referred to as equivalent conductivity. The effective conductivity can be viewed as a constant property of the medium as it does not depend on flow conditions to which the medium is subjected, while equivalent conductivity is not a constant property of the medium and shows some variation under different flow conditions.

Averaging of perfect stratified medium conductivities into the arithmetic mean in the direction of strata and the harmonic mean in the perpendicular direction of the strata provides good examples of effective conductivity. Matheron (1967) showed that for an infinite domain in which conductivities follow lognormal distribution and have an isotropic spatial correlation, geometric mean is a precise estimate for effective conductivity. Many stochastic approaches dealt with determination of the effective conductivity in a probabilistic sense where the spatial variations of the natural logarithm of hydraulic conductivity ($\ln K$) are modeled as a random field (Dagan, 1989; Gelhar, 1993). Effective conductivity approach is appropriate and can provide a reasonable description of flow through regions which are large relative to the correlation length of heterogeneous conductivity field.

However, for the purpose of numerical modeling the domain is usually discretized into blocks of size not large enough to encompass all types of heterogeneity, and therefore, equivalent conductivity has to be calculated for this block rather than effective conductivity. The equivalent conductivity is sometimes referred to as block conductivity.

The techniques that are used to calculate the block conductivity can in general be divided into two main categories; local averaging techniques and numerical averaging techniques. Local techniques estimate values of block conductivities by taking the average of cell conductivities inside the block regardless of the boundary conditions the block is subjected to. In numerical techniques, the fine grid is divided into blocks and each of these blocks is isolated and subjected to a certain type of boundary conditions where the groundwater flow equation is solved at measurement scale for this block. Block conductivity is then estimated as the value that preserves the flow at the block boundaries under the same boundary conditions. For a good
review of such upscaling techniques and the limitation of each technique, one could refer to (Wen and Gomez-Hernandez, 1996; Renard and de Marsily, 1997). In the following we evaluate the power averaging technique which is categorized as a local averaging technique and assess the uncertainty in upscaling parameters used with this technique.

3. METHODOLOGY

Two-dimensional fine grid realizations with $512 \times 1024$ cells are generated using different conductivity spatial correlation structures with varying values of the log-conductivity variance, $\sigma_{lnK}^2$, and length, $\lambda$. The boundary conditions imposed on the flow domain for these fine grid realizations are specified hydraulic head at the right and left faces and no-flow conditions at the top and bottom faces. Porosity is considered constant and equals to 0.3. The variability of hydraulic conductivity in fine grids is described in a geostatistical framework through a spatial structure that may follow exponential, Gaussian, or hole-type covariance functions. The isotropic covariance models of these structures are given as

$$C_Y(r) = \sigma_{lnK}^2 e^{-r/\lambda}$$  \hspace{1cm} (1-a)
$$C_Y(r) = \sigma_{lnK}^2 e^{-r^2/2\lambda^2}$$  \hspace{1cm} (1-b)
$$C_Y(r) = \sigma_{lnK}^2 \left(1 - \frac{r^2}{2}\right) e^{-r^2/2\lambda^2}$$  \hspace{1cm} (1-c)

for the cases of exponential, Gaussian, and hole-type covariance structures, respectively, where $r$ is the lag distance and $C_Y(r)$ is the log-conductivity covariance at spatial lag $r$.

Different combinations of $\sigma_{lnK}^2$ and $\lambda$ are used to generate conductivity realizations having these covariance structures. These fine-grid realizations are then upscaled using power averaging technique and assuming different sizes of the coarse grid block, $L$.

3.1 Power averaging technique Journel et al. (1986) proposed to use a power average to compute block conductivities which can be given as

$$K_b = \left( \frac{1}{N} \sum_{i=1}^{N} K_i^P \right)^{1/P}$$  \hspace{1cm} (2)

where $K_b$ is upscaled block conductivity, $N$ is the number of fine grid cells within this block, $K_i$ is the hydraulic conductivity of the $i$-numbered cell in the fine grid, and $P$ is an exponent. When $P = 1.0$, the block conductivity is equal to the arithmetic mean of cell conductivities; when $P = -1.0$, block conductivity is equal to the harmonic mean. As $P$ approaches zero, the block conductivity approaches the geometric mean and when $P$ approaches $\infty$, the block conductivity approaches the largest value of cell conductivities inside the block and as $P$ approaches $-\infty$, the block conductivity approaches the smallest value of cell conductivities inside the block. In his three-dimensional model, Desbarats (1992) suggested to use the exponent $P = 1/3$ and showed that it gives good estimation for different types of heterogeneities. Noetinger (1994) suggested calculating the exponent $P$ from the formula:
The results of these simulations are shown in Figure 1 where the log-conductivity is assumed to have exponential (Figure 1a), Gaussian (Figure 1b), or hole-type (Figure 1c) covariance. In this analysis, 30 realizations are examined with $\sigma_{inK}^2 = 0.1$, $\lambda$ is equivalent to four fine-grid cells and the coarse grid block taken as $8 \times 8$ fine grid cells (i.e., $L = 8$). Each line in the figure
represents a different realization. For any combination of $\sigma^2_{ln,k}$, $\lambda$, and $L$, the optimum exponent lies in a narrow range for all 30 realizations, however, this range changes for different covariance structures.
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**FIGURE 1.** RMSE of the flux values between the fine and coarse grids for 30 realizations using a) exponential covariance, b) Gaussian covariance, and c) hole-type covariance.

Figure (2) shows the optimum exponent for different $L/\lambda$ ratios and different covariance structures where the lines represent the median values and the symbols represent the 90% confidence interval of the optimum exponent $P$. The range of the optimum exponent changes slightly with $\sigma^2_{ln,k}$, however, it changes significantly with $L/\lambda$ and the covariance structure. For small variances and for highly correlated values, the difference between the arithmetic and harmonic means is so subtle, and that is why the confidence interval for optimum $P$ for small $\sigma^2_{ln,k}$ is wider than that for larger $\sigma^2_{ln,k}$. This also explains why the confidence interval at small $L/\lambda$ ratios (i.e., highly correlated values) is wider than that for larger $L/\lambda$ ratios. That is clear in
case of Gaussian and hole-type covariance structures because for these spatial correlation structures, the correlation is higher than the exponential covariance for small $L/\lambda$ as can be calculated from Eq. (1).
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FIGURE 2. Optimum exponent as a function of $(L/\lambda)$ and $\sigma_{lnK}^2$ using a) exponential covariance, b) Gaussian covariance, and c) hole-type covariance. Solid line for $\sigma_{lnK}^2 = 0.1$, dashed line for $\sigma_{lnK}^2 = 0.5$, and dotted line for $\sigma_{lnK}^2 = 1.0$. Symbols represent 90 % confidence interval.

5. COMPARISON TO NUMERICAL AVERAGING TECHNIQUE

Rubin and Gomez-Hernandez (1990) used the average flow rate as a criterion for the equivalence between the coarse grid and the fine grid. They defined the block conductivity as:

$$\frac{1}{S} \int \nabla h(x) dx = K_b \frac{1}{S} \int \nabla h(x) dx$$  \hspace{1cm} (5)

where $S$ represents the block surface in 2-D and the block volume in 3-D, $q(x)$ is the specific
discharge at a point \( x \) inside the block, and \( \nabla h(x) \) is the head gradient at the same point, and \( K_0 \) is the block conductivity.

Using the same fine grid realizations used with power averaging technique, the grids are divided into blocks and each block is isolated and imposed to certain boundary conditions where the groundwater flow equation is solved for each block at the fine grid scale to get the flux at block sides. One value of block conductivity is then obtained in a way that preserves the flux at block sides under the same boundary conditions. The boundary conditions around each block that are used in the current study are permeameter boundary conditions where specified head are defined for two parallel sides of the block and no flow boundary along the other two sides.

After obtaining the hydraulic conductivity for each block, the coarse grid is solved using these conductivities and the fluxes around coarse-grid blocks are compared to those obtained from fine grid solution. Figure (3) shows a comparison between RMSE obtained by power average technique and numerical averaging technique for \( \sigma_{lnK}^2 \) equals to 1.0.
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**FIGURE 3.** Comparison between power averaging technique and numerical averaging technique for a) exponential covariance, b) Gaussian covariance, and c) hole-type covariance.

Although, in the numerical averaging technique, we upscale each block individually to preserve the flow for this block (i.e., we use different exponent for each block) which provides
more degrees of freedom, the power averaging technique gives better results in terms of preserving the flow (Figure 3). That is because we use permeameter boundary conditions around each block without any justification. These boundary conditions should be as close as possible to those existing around the block sides in the fine grid model. This requires the solution of flow equation for the whole fine grid domain, defeating the purpose of upscaling.

6. DISCUSSION AND CONCLUSIONS

The analysis performed here indicates that the optimum exponent $P$ used in the power averaging technique depends on the spatial structure in the fine grid, the variance of log hydraulic conductivity in the fine grid, $\sigma_{\ln K}^2$, and $L/\lambda$ ratios. For a certain combination of these parameters, the optimum exponent $P$ does not significantly change from one realization to another. This means that one can populate many fine grid realizations and upscale these realizations with the optimum exponent obtained from Figure 2 and then solve the coarse grid realizations which will considerably save time and effort. This study also shows that the power averaging technique may give better results than numerical averaging techniques as the latter use some boundary conditions around each block without any justification.
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